NIVERISTY OF STUDY AND
ARCH IN LAW (NUSRL), RANCHI

CENTRE FOR POLICIES, LAWS AND AGENDA NUSRL, RANCHI
PRESENTS

2ND | EGISLATIVE
DRAFTING &

PRESENTATION

COMPETITION, 2025

TOPIC: REGULATION OF ARTIFICIAL
INTELLIGENCE AND AUTONOMOUS SYSTEMS

Exciting prizes worth Rs 13,000 and Internship
Opportunities under SC Adv!!

REGISTER NOW!

Scan the QR code or Click Here

REGISTRATION FEE: INR 300 & 500 (SINGLE AND CO
PARTICIPANTS RESPECTIVELY)

LAST DATE TO REGISTER: 25.05.25


https://forms.gle/XXpdi2z2iHzoRM9f6
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MESSAGE FROM THE VICE
CHANCELLOR

The art of drafting legal documents is a
fundamental skill that every aspiring
lawyer must master. Law students must
recognize the significance of this
ability, as it forms the cornerstone of
their future legal careers. At NUSRL, we
are deeply committed to nurturing the
leeal minds of tomorrow and
understand the critical value of

Prof. (Dr.) Ashok R. Patil practical exposure in the realm of law.

In alignment with this vision, we are thrilled to announce the 2nd
Edition of The Dialogue & CPLAN Legislative Policy Draflting and
Presentation Competition. Building on the grand success of the first
edition, which witnessed enthusiastic participation from students
across the country and upheld the proud legacy of our university, this
year's competition promises to be an even greater platform for young,
aspiring legal professionals. It offers a unique opportunity to hone the
essential skills of legislative and policy drafting, particularly in the
dynamic field of technology law, which 1s indispensable for a
successiul legal career. I extend my best wishes to all the participants.

May the best team win!
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BACKGROUND: ARYAVARTA'S TECHNOIOGICAI_
RENAISSANCE

The Digital Transformation

The past decade has witnessed Aryavarta's emergence as a
technological superpower. What began as ambitious government
initiatives, Digital India 3.0, the National Blockchain Framework
and the Al for Bharat Mission, has blossomed into a technological
ccosystem touching every aspect of national life. Today's Aryavarta
would be unrecognisable to someone from a generation ago. The
ArvaGrid, our quantum computing inirastructure, connects the
most remote village to every government ministry, creating the
world's most advanced digital governance network. Healthcare has
been revolutionised by Al systems that diagnose diseases, plan
treatments and manage public health resources with
unprecedented efficiency. Our courts use automated systems to
manage cases and even render certain categories of legal decisions.
Defense and security benefit from advanced Al frameworks
integrated into military planning and operations. Even our
democratic processes have evolved, with Al systems supporting
electoral logistics and improving governance transparency.

Each citizen interacts with government services through a
personalised Al interface that understands their needs and history.
Public transportation runs on autonomous networks, dramatically
reducing travel times and carbon emissions. Farmers use Al-
optimised techniques that have transformed agricultural
productivity. Education has been democratised through
personalised learning platforms that reach students even in the
most remote villages. These advances have made Aryavarta a global
leader in digital governance. International observers regularly visit
to Study what they call the "Aryavarta Model." Our digital
sovereiegnty strategy has created a thriving domestic technole@y
sector that reduces dependency on foreign systems while ca@atmng
millions of high-skill jobs that didn't exist a decade ago,
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* Ensuring Democratic Accountability. In a constitutional

democracy, power ultimately derives from the pe()];')';.

decision-making increasingly shifts to automated systems, new
mechanisms for democratic oversight and accountability must
be developed. How can citizens meaningfully participate in
ernance when many decisions are made algorithmically?
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The Ra.One crisis taught us that technology without ethic
progress but peril. Yet it also revealed a path forwardm'"'_
initiatives like Project Shakti. By formalising and expanding these
cethical guardrails, we can create a technological ecosystem tht
ances human flourishing rather than undermining it. The
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The proposition provided to you is
architects of a technological future ;
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than diminish human dignity, whet
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constitutional values rather than -.
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Submission of Legislative Policy Drp
(‘Phase-II'). Maximum of 20%1 lq alify
e There will be a registration f’ee of %3 e‘omi;i_.._

Ji I:

3500 (Co-Authorship up to 2 p:

e The submission of the draft shall

e The draft and the receipt of pay
Participant via the Google Forms 1 |
e Any form of plagiarism in the dr;'
would lead to disqualification.
e In case of tie up or any dispute, the c-_,

committee shall be final.

*For the detailed rules, please refer to the ru leboo

AWARDS & PRIZ

e Winner: I6000 + Internship Opportunity under @

Pradeep Rai, Supreme Court Advocate + Certificate of Merit ~
1st Runner-Up: 4000 + Internship Opportunity under Senior Ad "'
Pradeep Rai + Certificate of Merit

] Runner-Up: 3000 + Certificate of Merit

\icate of merit to the top five participants

ate of Participation to all participants
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e Opening of Registration and Rele:

03.05.2025
e Deadline for Registration: 25.05.202% |
e Last Date for Seeking Clarifications: 27.05.-225
e Deadline for Submission: 17.06.2025

e Declaration of Phase I Results: 25.06.2025 Py
Final Presentation and Declaration of Results: 28.06.
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Institutional Architecture & Accountabi t""
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Implementation & Federalism- 15% ,-,-n-”"_'[;
Realistic timelines and resource allocation; divi:
and state governments; prioritization of urgent r

=1

I-

Stakeholder Engagement & Democratic Pro : SSeS- fgﬁ

Mechanisms for ongoing democratic input; inclusion of diverse
il

roles for civil society, industry, and citizens in governance evolutlon
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International Positioning & Cooperation- 10%
Strategy for influencing global Al governance; mechanisms for addres CI'
border challenges; balance of national interests with global respon81b11‘1t1re ~

Dracticality & Evidence-Based Approach- 5% |
al-world feasibility; use of data, research, and precedents to support pohcy
mmendations
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